# Distribution of the number of cycles in directed and undirected random regular graphs of degree 2 
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#### Abstract

We present analytical results for the distribution of the number of cycles in directed and undirected random 2-regular graphs (2-RRGs) consisting of $N$ nodes. In directed 2-RRGs each node has one inbound link and one outbound link, while in undirected 2-RRGs each node has two undirected links. Since all the nodes are of degree $k=2$, the resulting networks consist of cycles. These cycles exhibit a broad spectrum of lengths, where the average length of the shortest cycle in a random network instance scales with $\ln N$, while the length of the longest cycle scales with $N$. The number of cycles varies between different network instances in the ensemble, where the mean number of cycles $\langle S\rangle$ scales with $\ln N$. Here we present exact analytical results for the distribution $P_{N}(S=s)$ of the number of cycles $s$ in ensembles of directed and undirected 2-RRGs, expressed in terms of the Stirling numbers of the first kind. In both cases the distributions converge to a Poisson distribution in the large $N$ limit. The moments and cumulants of $P_{N}(S=s)$ are also calculated. The statistical properties of directed 2-RRGs are equivalent to the combinatorics of cycles in random permutations of $N$ objects. In this context our results recover and extend known results. In contrast, the statistical properties of cycles in undirected 2-RRGs have not been studied before.
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## I. INTRODUCTION

Random networks (or graphs) consist of a set of $N$ nodes that are connected to each other by edges in a way that is determined by some random process. They provide a useful conceptual framework for the study of a large variety of systems and processes in science, technology, and society [1-9]. The structure of a random network can be characterized by the degree distribution $P(k)$. Here we focus on a special class of random networks, called random regular graphs (RRGs), which exhibit degenerate degree distributions of the form

$$
\begin{equation*}
P(k)=\delta_{k, c}, \tag{1}
\end{equation*}
$$

where $\delta_{k, k^{\prime}}$ is the Kronecker delta and $c \geqslant 1$ is an integer. While the degrees of all the nodes in these networks are the same, their connectivity is random and uncorrelated. In that sense, the RRG is a special case of the class of configuration model networks, which exhibit a specified degree distribution $P(k)$, but no degree-degree correlations [10-13]. While RRGs with $c=1$ consist of isolated dimers, RRGs with $c \geqslant 3$ form a giant component. Thus, RRGs with $c=2$ are a marginal case, separating between the subcritical regime of $c<2$ and supercritical regime of $c>2$. Note that unlike some other configuration model networks that exhibit a coexistence of a giant component and finite tree components above the percolation transition, in RRGs with $c \geqslant 3$ the giant component encompasses the whole network.

RRGs with $c=2$, referred to as random 2-regular graphs (2-RRGs), consist of isolated cycles of various lengths. The
lengths of these cycles are not determined by the topology, but by entropic considerations. An important distinction is between directed 2 -RRGs, in which each node has one inbound link and one outbound link, and undirected 2 RRGs, in which each node has two undirected links. In both cases the cycles can be considered as isolated components of the network, where the length of each cycle is equal to the size of the network component that consists of this cycle.

In this paper we present exact analytical results for the distribution of the number of cycles in ensembles of directed and undirected 2-RRGs that consist of $N$ nodes. The results are expressed in terms of the Stirling numbers of the first kind. We first calculate the joint probability distribution of cycle lengths. This is done by mapping the directed and undirected 2 -RRGs into combinatorially equivalent permutation problems. From the joint distribution of cycle lengths we extract the distribution $P_{N}(S=s)$ of the number of cycles in random instances of directed and undirected 2-RRGs. In both cases $P_{N}(S=s)$ converges to a Poisson distribution in the large $N$ limit. The moments and cumulants of $P_{N}(S=s)$ are also calculated. The similarities and differences between the results obtained for the directed and undirected 2-RRGs are discussed. The statistical properties of directed 2-RRGs are equivalent to the combinatorics of cycles in random permutations of $N$ objects. In this context our results recover and extend known results. In contrast, the statistical properties of cycles in undirected 2-RRGs have not been studied before. The results presented in this paper are derived specifically for
$c=2$ and do not apply to the more general case of RRGs with $c \geqslant 3$.

The paper is organized as follows. In Sec. II we present the directed and undirected 2-RRGs. The joint distributions of cycle lengths are presented in Sec. III. In Sec. IV we calculate the distribution $P_{N}(S=s)$ of the number of cycles. In Sec. V we calculate the moments and cumulants of $P_{N}(S=s)$. The results are discussed in Sec. VI and summarized in Sec. VII.

## II. RANDOM 2-REGULAR GRAPHS

In both directed and undirected 2-RRGs, each node has two links and the resulting network consists of a set of cycles. In the directed case each node has one inbound link and one outbound link, while in the undirected case each node has two undirected links. Below we briefly present the properties of directed and undirected $2-$ RRGs and their construction.

## A. Directed 2-RRGs

To construct a directed 2-RRG one first assembles $N$ nodes such that each node has one inbound stub and one outbound stub. During the network construction process, at each time step one picks a random outbound stub and a random inbound stub among the remaining open stubs and connects them to each other. This process is repeated $N$ times, until no open stubs remain. This procedure follows the standard construction process of directed configuration model networks, in which pairs of outbound and inbound stubs rather than pairs of nodes are selected for connection. The resulting ensemble of networks obtained from this procedure is referred to as stub-labeled graphs [14]. During the construction process, directed chains of nodes of different lengths are formed. When the open outbound stub of one chain is selected to connect to the open inbound stub of another chain, they are connected and form a longer chain. When the outbound and the inbound stubs at both ends of the same chain are selected, their connection closes the chain and turns it into a cycle. Once a chain of nodes becomes a cycle, it does not connect to other nodes and its structure remains unchanged. At the end of the construction, the whole network consists of cycles of different lengths.

In Fig. 1(a) we present a single instance of a directed 2-RRG of $N=14$ nodes, which consists of cycles of lengths $s=1,2,3,3$, and 5 . In the 2 -RRGs considered here we allow the outbound and inbound stubs of the same node to be connected to each other. In such a case, one obtains a self-loop of length $\ell=1$. We also allow the connection of a pair of outbound and inbound stubs, which belong to nodes that are already connected. In such a case, the resulting cycle is of length $\ell=2$. This choice simplifies the analysis.

Consider a directed 2-RRG consisting of $N$ distinguishable nodes, which are marked by the labels $i=1,2, \ldots, N$. In the construction of such a network the first selected inbound stub has $N$ possible outbound stubs to which it may connect. The second selected inbound stub has only $N-1$ outbound stubs to which it may connect. Continuing this process, we conclude that there are $N$ ! possible ways to connect the $N$ nodes. In fact, the combinatorics of directed 2 -RRGs consisting of $N$ nodes is equivalent to the permutation problem of $N$ objects [15-17].


FIG. 1. Illustration of a single instance of a 2-RRG of $N=$ 14 nodes, which consists of cycles of lengths $s=1,2,3,3$, and 5 , in the directed case (a) and in the undirected case (b).

This permutation problem can be described by a line of $N$ cells labeled by $i=1,2, \ldots, N$, and a corresponding set of $N$ labeled balls. The number of ways to distribute the balls between the cells, one ball in each cell, is

$$
\begin{equation*}
R_{D}=N! \tag{2}
\end{equation*}
$$

where each arrangement of the balls in the cells corresponds to a specific network instance. In this representation, a ball $i^{\prime}$ located in cell $i$ represents a directed link from $i$ to $i^{\prime}$. Similarly, a ball $i^{\prime \prime}$ located in cell $i^{\prime}$ represents a directed link from $i^{\prime}$ to $i^{\prime \prime}$. One can follow these directed links until the cell in which ball $i$ resides is reached and the cycle is closed. Repeating this process for all the balls and cells provides the structure of cycles associated with the specific permutation. The length of each cycle is given by the number of balls included in the cycle.

The statistical properties of cycles in random permutations of $N$ objects have been studied extensively [18-20]. In particular, the properties of the longest cycle in each permutation received much attention. It was found that the expectation value of the length of the longest cycle in a random permutation of $N$ objects is equal to $\lambda N$, where $\lambda=0.6243 \ldots$ is the Golomb-Dickman constant [21-23]. Interestingly, this constant plays a role in the prime factorization of a random integer. More specifically, it was found that the asymptotic average number of digits in the largest prime factor of a random $N$-digit number is $\lambda N$ [21,22,24]. In the other extreme, the average length of the shortest cycle in a random
permutation of $N$ objects was also calculated and was found to be $e^{-\gamma} \ln N$, where $\gamma=0.5772 \ldots$ is the Euler-Mascheroni constant [16,22].

## B. Undirected 2-RRGs

To construct an undirected 2-RRG one first assembles $N$ nodes such that each node is connected to two undirected stubs. At each time step one selects a random pair of stubs among the remaining open stubs and connects them to each other. This process is repeated $N$ times, until no open stubs remain. This procedure follows the standard construction process of undirected configuration model networks, in which pairs of stubs rather than pairs of nodes are selected for connection [10-13]. The resulting ensemble of networks obtained from this procedure is referred to as stub-labeled graphs [14]. Initially, one obtains linear chains of nodes of increasing lengths that eventually close and form cycles. Here we consider undirected 2 -RRGs in which we allow the two stubs of the same node to be connected to each other and form a self-loop of length $\ell=1$. We also allow the connection of a pair of stubs which belong to nodes that are already connected, resulting in a cycle of length $\ell=2$. In Fig. 1(b) we present a single instance of an undirected $2-\mathrm{RRG}$ of $N=14$ nodes, which consist of cycles of lengths $s=1,2,3,3$, and 5 .

Consider an ensemble of undirected 2-RRGs consisting of $N$ nodes. In the construction of such a network the first selected stub has $2 N-1$ other stubs to which it may connect. The second selected stub has $2 N-3$ other stubs to which it may connect. Continuing this process, we conclude that there are

$$
\begin{equation*}
R_{U}=(2 N-1)!! \tag{3}
\end{equation*}
$$

possible ways to construct such network, where $m$ !! is the double factorial of $m$. The statistical properties of the resulting ensemble of networks can be mapped to the combinatorial problem described below. Consider a set of $2 N$ balls, such that for each value of $i=1,2, \ldots, N$ there are two identical balls on which the label $i$ is marked. The two balls labeled by a given value of $i$ represent the two stubs of node $i$. In addition, there are $N$ unlabeled boxes such that in each box there is room for two balls. The $2 N$ balls are then distributed uniformly at random in the $N$ boxes, where each box contains two balls. Each pair of balls that resides in the same box represents one edge of the network. For example, if a ball labeled by $i$ and a ball labeled by $i^{\prime}$ are in the same box, it means that there is an edge between the nodes $i$ and $i^{\prime}$. Similarly, if the other ball labeled by $i^{\prime}$ is in the same box with a ball labeled $i^{\prime \prime}$, it means that there is an edge between nodes $i^{\prime}$ and $i^{\prime \prime}$. One can follow this chain until reaching the box in which the second ball labeled by $i$ resides, thus closing the cycle. The number of possible ways to distribute the $2 N$ balls in the $N$ cells is given by

$$
\begin{equation*}
R_{U}=\frac{(2 N)!}{2^{N} N!} \tag{4}
\end{equation*}
$$

where the numerator accounts for the number of permutations of $2 N$ balls, the $N$ ! term in the denominator accounts for the number of permutations of the $N$ identical cells, and the term $2^{N}$ accounts for the fact that the order in which the two balls
are placed in each cell is unimportant. Note that $(2 N)!=$ $(2 N-1)!!(2 N)!!$ and $2^{N} N!=(2 N)!!$. These two identities establish the equivalence between Eqs. (3) and (4).

## III. THE JOINT DISTRIBUTION OF CYCLE LENGTHS

Both versions of the 2-RRG, with directed and undirected links, consist of closed cycles of different lengths. The configuration of cycles in a given network instance can be described by the sequence of cycle lengths, $\ell_{1}, \ell_{2}, \ldots, \ell_{s}$, where $1 \leqslant$ $\ell_{i} \leqslant N, s$ is the number of cycles in the given network instance and

$$
\begin{equation*}
\sum_{i=1}^{s} \ell_{i}=N \tag{5}
\end{equation*}
$$

For convenience and uniqueness, we order the lengths in increasing order, such that $\ell_{1} \leqslant \ell_{2} \leqslant \cdots \leqslant \ell_{s}$.

Another way to describe the configuration of cycles in a given network instance is in the form $\left\{g_{\ell}\right\}_{\ell=1}^{N}=$ $\left\{g_{1}, g_{2}, \ldots, g_{N}\right\}$, where $g_{\ell}$ is the number of cycles of length $\ell$. The $g_{\ell}$ 's satisfy the condition

$$
\begin{equation*}
\sum_{\ell=1}^{N} \ell g_{\ell}=N \tag{6}
\end{equation*}
$$

which is equivalent to Eq. (5). The number of cycles in such a network instance can be expressed by

$$
\begin{equation*}
s=\sum_{\ell=1}^{N} g_{\ell} \tag{7}
\end{equation*}
$$

The joint distribution of cycle lengths in an ensemble of 2-RRGs consisting of $N$ nodes is denoted by $P_{N}\left(\left\{G_{\ell}\right\}=\left\{g_{\ell}\right\}\right)$, under the condition of Eq. (6). For convenience we use the notation $P_{N}\left(\left\{g_{\ell}\right\}\right)$. Below we consider the joint distributions of the cycle lengths in directed and undirected 2-RRGs.

## A. Joint distribution of cycle lengths in directed 2-RRGs

Consider an ensemble of directed 2-RRGs that consist of $N$ nodes. The number of configurations of the form $\left\{g_{\ell}\right\}$ is given by

$$
\begin{equation*}
N\left(\left\{g_{\ell}\right\}\right)=N!\prod_{\ell=1}^{N} \frac{1}{\ell^{g_{\ell}} g_{\ell}!} \delta_{\sum \ell g_{\ell}, N} . \tag{8}
\end{equation*}
$$

To understand the first term in the denominator, consider a cycle of length $\ell$. Such a cycle exhibits $\ell$ cyclic permutations. This yields the first term in the denominator, which is raised to the power $g_{\ell}$ to account for the number of cycles of length $\ell$. The term $g_{\ell}$ ! accounts for the permutations between the $g_{\ell}$ degenerate cycles of length $\ell$, which correspond to the same configuration, while the Kronecker delta imposes the condition of Eq. (6). Dividing the number of configurations $N\left(\left\{g_{\ell}\right\}\right)$ by the total number of configurations $R_{D}$, given by Eq. (2), we obtain the joint probability distribution of cycle lengths. It is given by

$$
\begin{equation*}
P_{N}\left(\left\{g_{\ell}\right\}\right)=\prod_{\ell=1}^{N} \frac{1}{\ell^{g_{\ell}} g_{\ell}!} \delta_{\sum \ell_{\ell}, N} . \tag{9}
\end{equation*}
$$

It can be shown that this probability distribution is normalized, namely,

$$
\begin{equation*}
\sum_{g_{1}} \sum_{g_{2}} \cdots \sum_{g_{N}} P_{N}\left(\left\{g_{\ell}\right\}\right)=1 \tag{10}
\end{equation*}
$$

where the summation is over all the configurations of $\left\{g_{\ell}\right\}$ that satisfy Eq. (6).

## B. Joint distribution of cycle lengths in undirected 2-RRGs

Consider an ensemble of undirected 2 -RRGs of $N$ nodes. The number of configurations of the form $\left\{g_{\ell}\right\}$ is

$$
\begin{equation*}
N\left(\left\{g_{\ell}\right\}\right)=N!\prod_{\ell=1}^{N} \frac{2^{(\ell-1) g_{\ell}}}{\ell^{g_{\ell}} g_{\ell}!} \delta_{\sum \ell_{\ell}, N} . \tag{11}
\end{equation*}
$$

This result can be understood in terms of the analogous combinatorial problem described above, which consists of $N$ pairs of identical balls and $N$ unlabeled boxes. Inserting two random balls in each box, the factor of $N$ ! accounts for the number of permutations of the $N$ pairs of indices marked on the balls. To account for the other factors, consider a cycle of length $\ell$. There are $2^{\ell}$ possible ways to exchange the $\ell$ pairs of identical balls. However, due to the cyclic structure there is also a factor of $1 / 2$, because in each cycle the labels marked on the balls can be listed either in the clockwise direction or in the counterclockwise direction. Taking this into account yields the factor of $2^{\ell-1}$ in the numerator. This factor is raised to the power $g_{\ell}$ to account for the fact that there are $g_{\ell}$ cycles of length $\ell$. In the denominator, the $\ell^{g_{\ell}}$ term accounts for the number of cyclic permutations of the indices in all the cycles of length $\ell$, while the $g_{\ell}$ ! term accounts for the number of permutations of $g_{\ell}$ degenerate cycles of the same length. The probability that a random network instance will have a cycle structure given by $\left\{g_{\ell}\right\}$ is given by

$$
\begin{equation*}
P_{N}\left(\left\{g_{\ell}\right\}\right)=\frac{N\left(\left\{g_{\ell}\right\}\right)}{R_{U}} \tag{12}
\end{equation*}
$$

Inserting $N\left(\left\{g_{\ell}\right\}\right)$ from Eq. (11), and $R_{\mathrm{U}}$ from Eq. (3) into Eq. (12), we obtain

$$
\begin{equation*}
P_{N}\left(\left\{g_{\ell}\right\}\right)=\frac{N!}{(2 N-1)!!} \prod_{\ell=1}^{N} \frac{2^{(\ell-1) g_{\ell}}}{\ell^{g_{\ell}} g_{\ell}!} \delta_{\sum_{\ell} g_{\ell}, N} . \tag{13}
\end{equation*}
$$

Using the relation $2^{N}=2^{\sum_{\ell=1}^{N} \ell g_{\ell}}$, we obtain

$$
\begin{equation*}
P_{N}\left(\left\{g_{\ell}\right\}\right)=\frac{(2 N)!!}{(2 N-1)!!} \prod_{\ell=1}^{N} \frac{1}{(2 \ell)^{g_{\ell}} g_{\ell}!} \delta_{\sum \ell g_{\ell}, N} \tag{14}
\end{equation*}
$$

This expression differs from the corresponding result for directed 2 -RRGs in two ways: it has a factor of $(2 \ell)^{g_{\ell}}$ in the denominator instead of $\ell^{g \ell}$, and there is a prefactor that is required in order to maintain the normalization. The factor of $2^{g_{\ell}}$ in the denominator means that as the number of cycles is increased the configuration becomes exponentially less probable than the corresponding configuration of the directed 2-RRG.

## IV. THE DISTRIBUTION OF THE NUMBER OF CYCLES

The probability $P_{N}(S=s)$ that a random network instance includes $s$ cycles can be calculated by summing up over all the combinations of $\left\{g_{\ell}\right\}$ that consist of $s$ cycles, namely

$$
\begin{equation*}
P_{N}(S=s)=\sum_{g_{1}, \ldots, g_{N}} P_{N}\left(\left\{g_{\ell}\right\}\right) \delta_{\sum_{\ell} g_{\ell}, s}, \tag{15}
\end{equation*}
$$

where the configurations $\left\{g_{\ell}\right\}$ satisfy the condition of Eq. (6). Below we calculate the distribution $P_{N}(S=s)$ for the directed and undirected 2-RRGs.

## A. Distribution of the number of cycles in directed 2-RRGs

Inserting the expression for $P_{N}\left(\left\{g_{\ell}\right\}\right)$ from Eq. (9) into Eq. (15), we obtain

$$
\begin{equation*}
P_{N}(S=s)=\sum_{g_{1}, \ldots, g_{N} \geqslant 0} \prod_{\ell=1}^{N} \frac{1}{\ell^{g_{\ell}} g_{\ell}!} \delta_{\ell g_{\ell}, N} \delta_{\sum_{\ell} g_{\ell}, s} \tag{16}
\end{equation*}
$$

For the analysis below it is convenient to perform a change of variables from $g_{\ell}, \ell=1,2, \ldots, N$ to $\ell_{i}, i=1,2, \ldots, s$. This transformation is based on the identity

$$
\begin{equation*}
\sum_{g_{1}, \ldots, g_{N} \geqslant 0} \frac{1}{g_{1}!g_{2}!\ldots g_{N}!} \delta_{\sum_{\ell} g_{\ell}, s}=\frac{N^{s}}{s!}=\frac{1}{s!} \sum_{\ell_{1}, \ell_{2}, \ldots, \ell_{s}=1}^{N} 1, \tag{17}
\end{equation*}
$$

which is a result of the multinomial theorem (Eq. 26.4.9 in Ref. [25]). Inserting the constraints that $\sum_{\ell=1}^{N} \ell g_{\ell}=N=$ $\sum_{i=1}^{s} \ell_{i}$, obtained from Eqs. (5) and (6), we obtain the identity

$$
\begin{equation*}
\sum_{g_{1}, \ldots, g_{N} \geqslant 0} \frac{1}{g_{1}!g_{2}!\ldots g_{N}!} \delta_{\sum_{\ell} g_{\ell}, s} \delta_{\sum \ell_{g_{\ell}, N}}=\frac{1}{s!} \sum_{\ell_{1}, \ell_{2}, \ldots, \ell_{s}=1}^{N} \delta_{\sum_{i} \ell_{i}, N} . \tag{18}
\end{equation*}
$$

Using this transformation, we express Eq. (16) in the form

$$
\begin{equation*}
P_{N}(S=s)=\frac{1}{s!} \sum_{\ell_{1}, \ldots, \ell_{s}=1}^{N} \frac{1}{\ell_{1} \ell_{2} \ldots \ell_{s}} \delta_{\sum_{i} \ell_{i}, N} \tag{19}
\end{equation*}
$$

Below we use the discrete Laplace transform, which is related to the one-sided Z transform and to the starred transform [26], to evaluate the right-hand side of Eq. (19). We denote the sum on the right-hand side of Eq. (19) by

$$
\begin{equation*}
f_{s}(N)=\sum_{\ell_{1}, \ldots, \ell_{s} \geqslant 1} \frac{1}{\ell_{1} \ell_{2} \ldots \ell_{s}} \delta_{\sum_{i=1}^{s} \ell_{i}, N} \tag{20}
\end{equation*}
$$

The discrete Laplace transform of $f_{s}(N)$ is given by

$$
\begin{equation*}
\widehat{f_{s}}(z)=\sum_{N=0}^{\infty} z^{N} f_{s}(N) \tag{21}
\end{equation*}
$$

Inserting $f_{s}(N)$ from Eq. (20) into Eq. (21), we obtain

$$
\begin{equation*}
\widehat{f_{s}}(z)=\sum_{\ell_{1}, \ldots, \ell_{s} \geqslant 1} \frac{1}{\ell_{1} \ell_{2} \ldots \ell_{s}} \sum_{N=0}^{\infty} z^{N} \delta_{\sum_{i=1}^{s} \ell_{i}, N} \tag{22}
\end{equation*}
$$

where

$$
\begin{equation*}
\sum_{N=0}^{\infty} z^{N} \delta_{\sum_{i=1}^{s} \ell_{i}, N}=z^{\sum_{i=1}^{s} \ell_{i}} \tag{23}
\end{equation*}
$$

Decomposing the multiple summation in Eq. (22) into a product of sums over the $\ell_{i}$ 's, we obtain

$$
\begin{equation*}
\widehat{f_{s}}(z)=\left(\sum_{\ell=1}^{\infty} \frac{z^{\ell}}{\ell}\right)^{s} \tag{24}
\end{equation*}
$$

Carrying out the summation, we obtain

$$
\begin{equation*}
\widehat{f_{s}}(z)=[-\ln (1-z)]^{s} \tag{25}
\end{equation*}
$$

The next step is to apply the inverse discrete Laplace transform on $\widehat{f_{s}}(z)$ to obtain $f_{s}(N)$. To this end we use identity 26.8.8 from Ref. [25], which is given by

$$
\begin{equation*}
\frac{[\ln (1+y)]^{k}}{k!}=\sum_{n=0}^{\infty} s(n, k) \frac{y^{n}}{n!} \tag{26}
\end{equation*}
$$

where $s(n, k)$ is the Stirling number of the first kind. These Stirling numbers can be expressed in the form

$$
s(n, k)=(-1)^{n-k}\left[\begin{array}{l}
n  \tag{27}\\
k
\end{array}\right],
$$

where $\left[\begin{array}{l}n \\ k\end{array}\right]$ is the unsigned Stirling number of the first kind [25]. Inserting $s(n, k)$ from Eq. (27) into Eq. (26), we obtain

$$
[\ln (1+y)]^{k}=k!\sum_{n=0}^{\infty}(-1)^{n-k}\left[\begin{array}{l}
n  \tag{28}\\
k
\end{array}\right] \frac{y^{n}}{n!}
$$

Inserting $y=-z$ into Eq. (28), we rewrite $\widehat{f_{s}}(z)$ in the form

$$
\widehat{f_{s}}(z)=s!\sum_{n=0}^{\infty} \frac{1}{n!}\left[\begin{array}{l}
n  \tag{29}\\
s
\end{array}\right] z^{n}
$$

To obtain the inverse discrete Laplace transform of $\widehat{f_{s}}(z)$ we use the fact that

$$
\begin{equation*}
\mathcal{L}^{-1}\left\{z^{n}\right\}(N)=\delta_{N, n} \tag{30}
\end{equation*}
$$

Applying the inverse discrete Laplace transform on Eq. (29), we obtain

$$
f_{s}(N)=\frac{s!}{N!}\left[\begin{array}{l}
N  \tag{31}\\
s
\end{array}\right]
$$

Inserting $f_{s}(N)$ from Eq. (31) into Eq. (19), we obtain

$$
P_{N}(S=s)=\frac{1}{N!}\left[\begin{array}{l}
N  \tag{32}\\
s
\end{array}\right]
$$

The normalization of the distribution $P_{N}(S=s)$ can be confirmed using identity 26.8.29 in Ref. [25]. In the context of permutations, the result expressed by Eq. (32) implies that $\left[{ }_{s}^{N}\right.$ ] counts the number of permutations with precisely $s$ cycles among the $N$ ! permutations of $N$ objects. This is consistent with the combinatorial interpretation of the unsigned Stirling number of the first kind [25]. The cumulative distribution of the number of cycles is given by

$$
P_{N}(S \leqslant s)=\frac{1}{N!} \sum_{s^{\prime}=1}^{s}\left[\begin{array}{l}
N  \tag{33}\\
s^{\prime}
\end{array}\right]
$$

In Fig. 2(a) we present exact analytical results (solid line) for the cumulative distribution $P_{N}(S \leqslant s)$ of the number of cycles in a directed 2 -RRG that consists of $N=10$ nodes,


FIG. 2. Exact analytical results (solid lines) for the cumulative distribution of the number of cycles in a directed $2-$ RRG (a) and an undirected 2-RRG (b) of $N=10$ nodes, obtained from Eqs. (33) and (57), respectively. The analytical results are in very good agreement with the results obtained from computer simulations (circles).
obtained from Eq. (33). The analytical results are found to be in very good agreement with the results obtained from computer simulations (circles).

While Eq. (32) provides an exact result for $P_{N}(S=s)$, it is useful to express this distribution in terms of more elementary functions. This is possible in the asymptotic limit of large $N$. The limit of $N \gg 1$ corresponds to the limit of $z \rightarrow 1^{-}$of the discrete Laplace transform $\widehat{\hat{f}_{s}}(z)[27,28]$. If one replaces the variable $z$ by $e^{-x}$, then this limit corresponds to $0<x \ll 1$ in $\widehat{f_{s}}\left(e^{-x}\right)$. In this limit the expression for $\widehat{f_{s}}\left(e^{-x}\right)$ in Eq. (25) can be approximated by

$$
\begin{equation*}
\widehat{f_{s}}\left(e^{-x}\right) \simeq(-\ln x)^{s} \tag{34}
\end{equation*}
$$

In order to calculate the inverse Laplace transform of $\widehat{f_{s}}\left(e^{-x}\right)$, we use the relation

$$
\begin{equation*}
\mathcal{L}^{-1}\left[\frac{1}{x^{\nu}}(-\ln x)^{s}\right]=\left(\frac{d}{d v}\right)^{s}\left[\frac{N^{v-1}}{\Gamma(v)}\right] \tag{35}
\end{equation*}
$$

where $\Gamma(v)$ is the Gamma function [25]. The inverse Laplace transform of Eq. (34) is obtained by taking the limit $v \rightarrow 0$ in Eq. (35). To this end we use the general Leibnitz rule (Eq. 1.4.12 in Ref. [25]),

$$
\begin{align*}
& \left(\frac{d}{d v}\right)^{s}\left[\frac{N^{v-1}}{\Gamma(v)}\right] \\
& \quad=\sum_{i=0}^{s}\binom{s}{i}\left[\left(\frac{d}{d v}\right)^{s-i} N^{\nu-1}\right]\left[\left(\frac{d}{d v}\right)^{i}\left(\frac{1}{\Gamma(v)}\right)\right] \tag{36}
\end{align*}
$$

Below we evaluate the derivatives that appear in the two terms on the right-hand side of Eq. (36). The derivative in the first term is given by

$$
\begin{equation*}
\left(\frac{d}{d v}\right)^{i} N^{\nu-1}=N^{\nu-1}(\ln N)^{i} \tag{37}
\end{equation*}
$$

Thus, for $v \rightarrow 0^{+}$we obtain

$$
\begin{equation*}
\lim _{v \rightarrow 0^{+}}\left[\left(\frac{d}{d v}\right)^{i} N^{\nu-1}\right]=\frac{(\ln N)^{i}}{N} \tag{38}
\end{equation*}
$$

The derivative in the second term on the right-hand side of Eq. (36) is denoted by

$$
\begin{equation*}
h_{i}=\lim _{v \rightarrow 0^{+}}\left\{\left(\frac{d}{d v}\right)^{i}\left[\frac{1}{\Gamma(\nu)}\right]\right\} . \tag{39}
\end{equation*}
$$

By its definition, $h_{i}$ is the coefficient of the $i$ th power of $v$ in the Taylor expansion of $1 / \Gamma(v)$ around $v=0$, namely,

$$
\begin{equation*}
\frac{1}{\Gamma(v)}=\sum_{i=1}^{\infty} \frac{h_{i}}{i!} v^{i} \tag{40}
\end{equation*}
$$

This expansion is often written as a power series of the form [29,30]

$$
\begin{equation*}
\frac{1}{\Gamma(v)}=\sum_{i=1}^{\infty} a_{i} v^{i} \tag{41}
\end{equation*}
$$

where $a_{i}=h_{i} / i$ !. The first two coefficients are given by $a_{1}=$ 1 and $a_{2}=\gamma$, where $\gamma$ is the Euler-Mascheroni constant [25]. Higher-order coefficients can be obtained from the recursion equation

$$
\begin{equation*}
a_{i}=\frac{1}{i-1}\left[a_{2} a_{i-1}-\sum_{j=2}^{i-1}(-1)^{j} \zeta(j) a_{i-j}\right] \tag{42}
\end{equation*}
$$

where $\zeta(j)$ is the Riemann zeta function. The coefficients $a_{i}$ for $i=3,4, \ldots, 10$, obtained from Eq. (42), are presented in Table I. These coefficients can also be obtained from the integral representation [31]

$$
\begin{equation*}
a_{n}=\frac{(-1)^{n}}{\pi n!} \int_{0}^{\pi} e^{-t} \operatorname{Im}\left[(\ln t-i \pi)^{n}\right] d t \tag{43}
\end{equation*}
$$

Using this notation, we obtain

$$
\begin{equation*}
f_{s}(N) \simeq \frac{s!}{N} \sum_{i=1}^{s} a_{i} \frac{(\ln N)^{s-i}}{(s-i)!} \tag{44}
\end{equation*}
$$

TABLE I. The coefficients $a_{i}, i=1,2, \ldots, 10$, which appear in the power series of the reciprocal gamma function given by Eq. (42).

| $i$ | $a_{i}$ |
| :--- | :---: |
| 1 | 1 |
| 2 | 0.5772156649 |
| 3 | -0.6558780715 |
| 4 | -0.0420026350 |
| 5 | 0.1665386114 |
| 6 | -0.0421977345 |
| 7 | -0.0096219715 |
| 8 | 0.0072189432 |
| 9 | -0.0011651675 |
| 10 | -0.0002152416 |

which leads to

$$
\begin{equation*}
P_{N}(S=s) \simeq \frac{1}{N} \sum_{i=1}^{s} a_{i} \frac{(\ln N)^{s-i}}{(s-i)!} \tag{45}
\end{equation*}
$$

Note that for sufficiently large $N$ the sum is dominated by the first few terms for two reasons. First, apart from the first few terms, the coefficients $a_{i}$ become negligibly small. Second, the power of $\ln N$ decreases as $i$ is increased.

The cumulative distribution of the number of cycles is given by

$$
\begin{equation*}
P_{N}(S \leqslant s)=\frac{1}{N} \sum_{s^{\prime}=1}^{s} \sum_{i=1}^{s^{\prime}} a_{i} \frac{(\ln N)^{s^{\prime}-i}}{\left(s^{\prime}-i\right)!} \tag{46}
\end{equation*}
$$

In Fig. 3(a) we present analytical results (solid line) for the large $N$ approximation of the cumulative distribution $P_{N}(S \leqslant$ $s$ ) of the number of cycles in a directed 2-RRG of $N=10^{4}$ nodes, obtained from Eq. (46). The analytical results are found to be in very good agreement with the results obtained from computer simulations (circles).

## B. Distribution of the number of cycles in undirected 2-RRGs

We now turn to calculate the distribution $P_{N}(S=s)$ of the number of cycles in undirected 2-RRGs. Inserting the expression for $P_{N}\left(\left\{g_{\ell}\right\}\right)$ from Eq. (14) in Eq. (15), we obtain

$$
\begin{equation*}
P_{N}(S=s)=\frac{(2 N)!!}{(2 N-1)!!} \sum_{g_{1}, \ldots, g_{N} \geqslant 0} \prod_{\ell=1}^{N} \frac{1}{(2 \ell)^{g_{\ell}} g_{\ell}!} \delta_{\sum_{\ell} \ell_{\ell, N}} \delta_{\ell \ell} g_{\ell}, s \tag{47}
\end{equation*}
$$

Using the change of variables presented in Eq. (18), we obtain

$$
\begin{equation*}
P_{N}(S=s)=\frac{(2 N)!!}{(2 N-1)!!} \frac{1}{2^{s} s!} \sum_{\ell_{1}, \ldots, \ell_{s}=1}^{N} \frac{1}{\ell_{1} \ell_{2} \ldots \ell_{s}} \delta_{\sum_{i} \ell_{i}, N} \tag{48}
\end{equation*}
$$

Note that the sum on the right-hand side of Eq. (48) is equal to $f_{s}(N)$, given by Eq. (20). We thus obtain

$$
P_{N}(S=s)=\frac{(2 N)!!}{(2 N-1)!!} \frac{1}{2^{s} N!}\left[\begin{array}{l}
N  \tag{49}\\
s
\end{array}\right]
$$

Below we show that the distribution $P_{N}(S=s)$ is properly normalized. To this end we use Eq. 26.8.7 from Ref. [25],


FIG. 3. Analytical results (solid lines) for the cumulative distribution of the number of cycles in a directed 2-RRG (a) and an undirected 2-RRG (b) of $N=10^{4}$ nodes, obtained from Eqs. (46) and (60), respectively. The analytical results are in very good agreement with the results obtained from computer simulations (circles).
which can be written in the form

$$
\sum_{s=1}^{N}(-1)^{N-s}\left[\begin{array}{l}
N  \tag{50}\\
s
\end{array}\right] x^{s}=(x-N+1)_{N}
$$

where $(a)_{N}$ is the Pochhammer symbol [25]. Inserting $x=$ $-1 / 2$ in Eq. (50), we obtain

$$
\sum_{s=1}^{N}\left[\begin{array}{l}
N  \tag{51}\\
s
\end{array}\right] \frac{1}{2^{s}}=(-1)^{N}\left(\frac{1}{2}-N\right)_{N}
$$

Expressing the Pochhammer symbol on the right-hand side of Eq. (51) as a ratio between two Gamma functions, we obtain

$$
\sum_{s=1}^{N}\left[\begin{array}{l}
N  \tag{52}\\
s
\end{array}\right] \frac{1}{2^{s}}=\frac{(-1)^{N} \Gamma\left(\frac{1}{2}\right)}{\Gamma\left(\frac{1}{2}-N\right)}
$$

Using Euler's reflection formula [25]

$$
\begin{equation*}
\Gamma\left(\frac{1}{2}-N\right) \Gamma\left(\frac{1}{2}+N\right)=(-1)^{N} \pi \tag{53}
\end{equation*}
$$

and the Legendre duplication formula [25]

$$
\begin{equation*}
\Gamma\left(\frac{1}{2}+N\right)=2^{1-2 N} \sqrt{\pi} \frac{\Gamma(2 N)}{\Gamma(N)} \tag{54}
\end{equation*}
$$

we obtain

$$
\sum_{s=1}^{N}\left[\begin{array}{l}
N  \tag{55}\\
s
\end{array}\right] \frac{1}{2^{s}}=2^{1-2 N} \frac{\Gamma(2 N)}{\Gamma(N)}
$$

Expressing the Gamma functions of integer variables in terms of factorials and double factorials, we obtain

$$
\sum_{s=1}^{N}\left[\begin{array}{l}
N  \tag{56}\\
s
\end{array}\right] \frac{1}{2^{s}}=\frac{(2 N-1)!!}{(2 N)!!} N!
$$

This confirms the normalization of $P_{N}(S=s)$, given by Eq. (49). From Eq. (49) we obtain the cumulative distribution of the number of cycles, which is given by

$$
P_{N}(S \leqslant s)=\frac{(2 N)!!}{(2 N-1)!!} \frac{1}{N!} \sum_{s^{\prime}=1}^{s} \frac{1}{2^{s^{\prime}}}\left[\begin{array}{l}
N  \tag{57}\\
s^{\prime}
\end{array}\right]
$$

In Fig. 2(b) we present exact analytical results (solid line) for the cumulative distribution $P_{N}(S \leqslant s)$ of the number of cycles in undirected 2 -RRGs that consist of $N=10$ nodes, obtained from Eq. (57). The analytical results are found to be in very good agreement with the results obtained from computer simulations (circles).

While Eq. (49) provides an exact result for $P_{N}(S=s)$, it is useful to express this distribution in terms of more elementary functions. This is possible in the asymptotic limit of large $N$, where the ratio of double factorials can be approximated by

$$
\begin{equation*}
\frac{(2 N)!!}{(2 N-1)!!} \simeq \sqrt{\pi N}+O\left(N^{-1 / 2}\right) \tag{58}
\end{equation*}
$$

Using this result and inserting $f_{s}(N)$ from Eq. (44) into Eq. (48), we find that

$$
\begin{equation*}
P_{N}(S=s) \simeq \frac{1}{2^{s}} \sqrt{\frac{\pi}{N}} \sum_{i=1}^{s} a_{i} \frac{(\ln N)^{s-i}}{(s-i)!} \tag{59}
\end{equation*}
$$

From Eq. (59) we obtain the cumulative distribution of the number of cycles, which is given by

$$
\begin{equation*}
P_{N}(S \leqslant s) \simeq \sqrt{\frac{\pi}{N}} \sum_{s^{\prime}=1}^{s} \frac{1}{2^{s^{\prime}}} \sum_{i=1}^{s^{\prime}} a_{i} \frac{(\ln N)^{s^{\prime}-i}}{\left(s^{\prime}-i\right)!} \tag{60}
\end{equation*}
$$

In Fig. 3(b) we present analytical results (solid line) for the cumulative distribution of the number of cycles in undirected 2-RRGs of $N=10^{4}$ nodes, obtained from Eq. (60). The analytical results are found to be in very good agreement with the results obtained from computer simulations (circles).

## V. MOMENTS AND CUMULANTS

In this section we calculate the moments and cumulants of the distribution of the number of cycles in 2-RRGs that consist
of $N$ nodes. To this end we introduce the moment generating function, which is given by

$$
\begin{equation*}
M(t)=\mathbb{E}\left[e^{t S}\right] \tag{61}
\end{equation*}
$$

The cumulant generating function is given by

$$
\begin{equation*}
K(t)=\ln M(t) \tag{62}
\end{equation*}
$$

Using this function, one can calculate the cumulants via differentiation according to

$$
\begin{equation*}
\kappa_{n}=\left.\frac{d^{n} K(t)}{d t^{n}}\right|_{t=0} \tag{63}
\end{equation*}
$$

## A. Moments and cumulants in directed 2-RRGs

The moment generating function of directed 2 -RRGs is given by

$$
M(t)=\frac{1}{N!} \sum_{s=0}^{N} e^{t s}\left[\begin{array}{l}
N  \tag{64}\\
s
\end{array}\right]
$$

Using Eq. (50) with $x=-e^{t}$, we obtain

$$
\begin{equation*}
M(t)=\frac{(-1)^{N}}{N!}\left(-e^{t}-N+1\right)_{N} \tag{65}
\end{equation*}
$$

The moment generating function $M(t)$ may also be written in the form

$$
\begin{equation*}
M(t)=\frac{\Gamma\left(N+e^{t}\right)}{\Gamma\left(e^{t}\right) N!} \tag{66}
\end{equation*}
$$

in agreement with the results presented in Ref. [16]. The corresponding cumulant generating function is given by

$$
\begin{equation*}
K(t)=\ln \left[\frac{\Gamma\left(N+e^{t}\right)}{\Gamma\left(e^{t}\right) N!}\right] \tag{67}
\end{equation*}
$$

Using Eq. (67), we obtain the first two cumulants, which are given by

$$
\begin{equation*}
\langle S\rangle=\kappa_{1}=H_{N}, \tag{68}
\end{equation*}
$$

where $H_{N}$ is the harmonic number [32], and

$$
\begin{equation*}
\operatorname{Var}(S)=\kappa_{2}=H_{N}-H_{N}^{(2)} \tag{69}
\end{equation*}
$$

where $H_{N}^{(m)}$ is the generalized harmonic number of order $m$ [32]. Similarly, one can calculate higher-order cumulants such as

$$
\begin{equation*}
\kappa_{3}=H_{N}-3 H_{N}^{(2)}+2 H_{N}^{(3)} \tag{70}
\end{equation*}
$$

and

$$
\begin{equation*}
\kappa_{4}=H_{N}-7 H_{N}^{(2)}+12 H_{N}^{(3)}-6 H_{N}^{(4)} \tag{71}
\end{equation*}
$$

In the limit of large $N$ we can use the asymptotic expression for the distribution $P_{N}(S=s)$, given by Eq. (45), and obtain

$$
\begin{equation*}
M(t) \simeq \frac{1}{N} \sum_{s=0}^{\infty} \sum_{i=1}^{s} e^{s t} a_{i} \frac{(\ln N)^{s-i}}{(s-i)!} \tag{72}
\end{equation*}
$$

Exchanging the order of summations, we obtain

$$
\begin{equation*}
M(t) \simeq \frac{1}{N} \sum_{i=1}^{\infty} a_{i} \sum_{s=i}^{\infty} e^{s t} \frac{(\ln N)^{s-i}}{(s-i)!} \tag{73}
\end{equation*}
$$

Shifting the summation index in the second sum, we obtain

$$
\begin{equation*}
M(t) \simeq \frac{1}{N} \sum_{i=1}^{\infty} a_{i} e^{i t} \sum_{s=0}^{\infty} e^{s t} \frac{(\ln N)^{s}}{s!} \tag{74}
\end{equation*}
$$

Using Eq. (41), we carry out the two summations and obtain

$$
\begin{equation*}
M(t) \simeq \frac{1}{N} \frac{1}{\Gamma\left(e^{t}\right)} \exp \left(e^{t} \ln N\right) \tag{75}
\end{equation*}
$$

Using Eq. (62), we obtain the cumulant generating function, which is given by

$$
\begin{equation*}
K(t) \simeq\left(e^{t}-1\right) \ln N-\ln \left[\Gamma\left(e^{t}\right)\right] \tag{76}
\end{equation*}
$$

Using Eq. (63), we obtain the cumulants, which take the form

$$
\begin{equation*}
\kappa_{n} \simeq \ln N-\left.\frac{d^{n}}{d t^{n}} \ln \left[\Gamma\left(e^{t}\right)\right]\right|_{t=0} \tag{77}
\end{equation*}
$$

In order to calculate high-order derivatives of $\ln \left[\Gamma\left(e^{t}\right)\right]$ we use the identity (Eq. (A.4) in Ref. [32])

$$
\frac{d^{n}}{d t^{n}} f\left(e^{t}\right)=\sum_{m=1}^{n}\left\{\begin{array}{l}
n  \tag{78}\\
m
\end{array}\right\} e^{m t} f^{(m)}\left(e^{t}\right)
$$

where $\left\{\begin{array}{l}n \\ m\end{array}\right\}$ is the Stirling number of the second kind and $f^{(m)}(x)$ is the $m$ th derivative of $f(x)$. We also use the fact that

$$
\begin{equation*}
\frac{d^{n}}{d z^{n}} \ln \Gamma(z)=\psi^{(n-1)}(z) \tag{79}
\end{equation*}
$$

where $\psi^{(n)}(z)$ is the $n$th derivative of the digamma function [25]. Using these identities, we obtain

$$
\left.\frac{d^{n}}{d t^{n}} \ln \left[\Gamma\left(e^{t}\right)\right]\right|_{t=0}=\sum_{m=1}^{n}\left\{\begin{array}{l}
n  \tag{80}\\
m
\end{array}\right\} \psi^{(m-1)}(1)
$$

It is also known that (Eq. 5.4.12 in Ref. [25])

$$
\begin{equation*}
\psi^{(0)}(1)=-\gamma \tag{81}
\end{equation*}
$$

and that for $m \geqslant 1$ (Eq. 5.15.2 in Ref. [25])

$$
\begin{equation*}
\psi^{(m)}(1)=(-1)^{m+1} m!\zeta(m+1) \tag{82}
\end{equation*}
$$

where $\zeta(m)$ is the Riemann zeta function [25]. Combining the results derived above, we obtain

$$
\kappa_{n} \simeq \ln N+\gamma+\sum_{m=2}^{n}\left\{\begin{array}{l}
n  \tag{83}\\
m
\end{array}\right\}(-1)^{m-1}(m-1)!\zeta(m)
$$

Using Eq. (83), we write down explicitly the first few cumulants of $P_{N}(S=s)$ in the large $N$ limit. They are given by

$$
\begin{align*}
& \kappa_{1} \simeq \ln N+\gamma \\
& \kappa_{2} \simeq \ln N+\gamma-\frac{\pi^{2}}{6} \\
& \kappa_{3} \simeq \ln N+\gamma-\frac{\pi^{2}}{2}+2 \zeta(3) \\
& \kappa_{4} \simeq \ln N+\gamma-\frac{7 \pi^{2}}{6}+12 \zeta(3)-\frac{\pi^{4}}{15} \tag{84}
\end{align*}
$$

The results for $\kappa_{1}$ and $\kappa_{2}$ are in agreement with the classical results reported in Refs. [33-36]. In the large $N$ limit all


FIG. 4. Analytical results for the mean number of cycles $\langle S\rangle$ as a function of the network size $N$, in directed 2-RRGs (solid line) and in undirected 2-RRGs (dashed line), obtained from Eqs. (68) and (91), respectively. The analytical results are in very good agreement with the results obtained from computer simulations (circles). To leading order, in directed 2-RRGs $\langle S\rangle \simeq \ln N$, while in undirected 2-RRGs $\langle S\rangle \simeq \frac{1}{2} \ln N$.
the cumulants are of the form $\ln N+O(1)$. This essentially implies that in the large $N$ limit the distribution $P_{N}(S=s)$ approaches a Poisson distribution with a parameter $\ln N$.

Comparing between Eqs. (68)-(71) and Eq. (83), and using the fact that for $m \geqslant 2$

$$
\begin{equation*}
\lim _{N \rightarrow \infty} H_{N}^{(m)}=\zeta(m), \tag{85}
\end{equation*}
$$

we obtain a general expression for the cumulants at finite values of $N$, which is given by

$$
\kappa_{n}=H_{N}+\sum_{m=2}^{n}\left\{\begin{array}{l}
n  \tag{86}\\
m
\end{array}\right\}(-1)^{m-1}(m-1)!H_{N}^{(m)}
$$

In Fig. 4 we present analytical results (solid line) for the mean number of cycles $\langle S\rangle$ in directed 2-RRGs as a function of the network size $N$, obtained from Eq. (68). The analytical results are in very good agreement with the results obtained from computer simulations (circles).

In Fig. 5 we present analytical results (solid line) for the variance $\operatorname{Var}(S)$ in directed 2 -RRGs as a function of the network size $N$, obtained from Eq. (69). The analytical results are in very good agreement with the results obtained from computer simulations (circles).

## B. Moments and cumulants in undirected 2-RRGs

The moment generating function of undirected 2-RRGs is given by

$$
M(t)=\frac{(2 N)!!}{(2 N-1)!!} \frac{1}{N!} \sum_{s=0}^{N} \frac{e^{t s}}{2^{s}}\left[\begin{array}{l}
N  \tag{87}\\
s
\end{array}\right]
$$



FIG. 5. Analytical results for the variance of the distribution of the number of cycles as a function of the network size $N$, in directed 2-RRGs (solid line) and in undirected 2-RRGs (dashed line), obtained from Eqs. (69) and (92), respectively. The analytical results are in very good agreement with the results obtained from computer simulations (circles). To leading order, in directed 2-RRGs $\operatorname{Var}(S) \simeq \ln N$, while in undirected $2-\operatorname{RRGs} \operatorname{Var}(S) \simeq \frac{1}{2} \ln N$.

Using Eq. (50) with $x=-e^{t} / 2$, we obtain

$$
\begin{equation*}
M(t)=\frac{(-1)^{N}}{N!} \frac{(2 N)!!}{(2 N-1)!!}\left(-\frac{e^{t}}{2}-N+1\right)_{N} \tag{88}
\end{equation*}
$$

The moment generating function $M(t)$ may also be written in the form

$$
\begin{equation*}
M(t)=\frac{(2 N)!!}{(2 N-1)!!} \frac{\Gamma\left(N+\frac{e^{t}}{2}\right)}{\Gamma\left(\frac{e^{t}}{2}\right) N!} \tag{89}
\end{equation*}
$$

The corresponding cumulant generating function is given by

$$
\begin{equation*}
K(t)=\ln \left[\frac{(2 N)!!}{(2 N-1)!!} \frac{\Gamma\left(N+\frac{e^{t}}{2}\right)}{\Gamma\left(\frac{e^{t}}{2}\right) N!}\right] \tag{90}
\end{equation*}
$$

Using Eq. (63), we obtain the first four cumulants. The first cumulant is given by

$$
\begin{equation*}
\langle S\rangle=\kappa_{1}=\frac{1}{2} H_{N-\frac{1}{2}}+\ln 2, \tag{91}
\end{equation*}
$$

where $H_{N-\frac{1}{2}}$ is an Harmonic number at a half-integer value [37]. The second cumulant is given by

$$
\begin{equation*}
\operatorname{Var}(S)=\kappa_{2}=\frac{1}{2} H_{N-\frac{1}{2}}+\ln 2-\frac{1}{4}\left[H_{N-\frac{1}{2}}^{(2)}+2 \zeta(2)\right] \tag{92}
\end{equation*}
$$

while the third and fourth cumulants are given by

$$
\begin{equation*}
\kappa_{3}=\frac{1}{2} H_{N-\frac{1}{2}}+\ln 2-\frac{3}{4}\left[H_{N-\frac{1}{2}}^{(2)}+2 \zeta(2)\right]+\frac{1}{4}\left[H_{N-\frac{1}{2}}^{(3)}+6 \zeta(3)\right] \tag{93}
\end{equation*}
$$

and

$$
\begin{align*}
\kappa_{4}= & \frac{1}{2} H_{N-\frac{1}{2}}+\ln 2-\frac{7}{4}\left[H_{N-\frac{1}{2}}^{(2)}+2 \zeta(2)\right] \\
& +\frac{3}{2}\left[H_{N-\frac{1}{2}}^{(3)}+6 \zeta(3)\right]-\frac{3}{8}\left[H_{N-\frac{1}{2}}^{(4)}+14 \zeta(4)\right] \tag{94}
\end{align*}
$$

In the limit of large $N$ we can use the asymptotic expression for the distribution $P_{N}(S=s)$, given by Eq. (59). Inserting
it into Eq. (61), we obtain an asymptotic expression for the moment generating function, which is given by

$$
\begin{equation*}
M(t) \simeq \sqrt{\frac{\pi}{N}} \sum_{s=0}^{\infty} \sum_{i=1}^{s} e^{s t} \frac{a_{i}}{2^{i}} \frac{(\ln N)^{s-i}}{2^{s-i}(s-i)!} \tag{95}
\end{equation*}
$$

Exchanging the order of summations and shifting the summation index in the second sum, we obtain

$$
\begin{equation*}
M(t) \simeq \sqrt{\frac{\pi}{N}} \sum_{i=1}^{\infty} a_{i} \frac{e^{i t}}{2^{i}} \sum_{s=0}^{\infty} e^{s t} \frac{(\ln N)^{s}}{2^{s} s!} \tag{96}
\end{equation*}
$$

Using Eq. (41), we carry out the two summations and obtain

$$
\begin{equation*}
M(t) \simeq \sqrt{\frac{\pi}{N}} \frac{1}{\Gamma\left(e^{t} / 2\right)} \exp \left(\frac{e^{t}}{2} \ln N\right) \tag{97}
\end{equation*}
$$

Using Eq. (62), we obtain the cumulant generating function, which is given by

$$
\begin{equation*}
K(t) \simeq \frac{e^{t}-1}{2} \ln N-\ln \left[\frac{1}{\sqrt{\pi}} \Gamma\left(\frac{e^{t}}{2}\right)\right] \tag{98}
\end{equation*}
$$

Using Eq. (63), we obtain the cumulants, which take the form

$$
\begin{equation*}
\kappa_{n} \simeq \frac{1}{2} \ln N-\left.\frac{d^{n}}{d t^{n}} \ln \left[\frac{1}{\sqrt{\pi}} \Gamma\left(\frac{e^{t}}{2}\right)\right]\right|_{t=0} \tag{99}
\end{equation*}
$$

Using Eqs. (78) and (79), we obtain

$$
\left.\frac{d^{n}}{d t^{n}} \ln \left[\frac{1}{\sqrt{\pi}} \Gamma\left(\frac{e^{t}}{2}\right)\right]\right|_{t=0}=\sum_{m=1}^{n}\left\{\begin{array}{l}
n  \tag{100}\\
m
\end{array}\right\} 2^{-m} \psi^{(m-1)}\left(\frac{1}{2}\right)
$$

It is also known that [38]

$$
\begin{equation*}
\psi^{(0)}\left(\frac{1}{2}\right)=-\gamma-\ln 4 \tag{101}
\end{equation*}
$$

and that for $m \geqslant 1$ [38]

$$
\begin{equation*}
\psi^{(m)}\left(\frac{1}{2}\right)=(-1)^{m+1} m!\left(2^{m+1}-1\right) \zeta(m+1) \tag{102}
\end{equation*}
$$

Combining the results derived above, we obtain

$$
\begin{align*}
\kappa_{n} \simeq & \frac{\ln N}{2}+\frac{\gamma+\ln 4}{2}+\sum_{m=2}^{n}\left\{\begin{array}{l}
n \\
m
\end{array}\right\}(-1)^{m-1}\left(1-2^{-m}\right) \\
& \times(m-1)!\zeta(m) \tag{103}
\end{align*}
$$

which becomes exact in the large $N$ limit. Using Eq. (103) we write down explicitly the first few cumulants of $P_{N}(S=s)$. They are given by

$$
\begin{align*}
& \kappa_{1} \simeq \frac{\ln N}{2}+\frac{\gamma+\ln 4}{2} \\
& \kappa_{2} \simeq \frac{\ln N}{2}+\frac{\gamma+\ln 4}{2}-\frac{\pi^{2}}{8} \\
& \kappa_{3} \simeq \frac{\ln N}{2}+\frac{\gamma+\ln 4}{2}-\frac{3 \pi^{2}}{8}+\frac{7}{4} \zeta(3) \\
& \kappa_{4} \simeq \frac{\ln N}{2}+\frac{\gamma+\ln 4}{2}-\frac{7 \pi^{2}}{8}+\frac{21}{2} \zeta(3)-\frac{\pi^{4}}{16} \tag{104}
\end{align*}
$$

In the large $N$ limit all the cumulants are of the form $\frac{1}{2} \ln N+O(1)$. This essentially implies that in the large $N$ limit the distribution $P_{N}(S=s)$ approaches a Poisson distribution with a parameter $\frac{1}{2} \ln N$.

Using the fact that for $m \geqslant 2$

$$
\begin{equation*}
\lim _{N \rightarrow \infty} H_{N-\frac{1}{2}}^{(m)}=\zeta(m) \tag{105}
\end{equation*}
$$

we obtain a general expression for the cumulants at finite values of $N$, which is given by

$$
\begin{align*}
\kappa_{n}= & \frac{1}{2} H_{N-\frac{1}{2}}+\ln 2+\sum_{m=2}^{n}\left\{\begin{array}{l}
n \\
m
\end{array}\right\}(-1)^{m-1} 2^{-m}(m-1)! \\
& \times\left[H_{N-\frac{1}{2}}^{(m)}+\left(2^{m}-2\right) \zeta(m)\right] \tag{106}
\end{align*}
$$

In Fig. 4 we present analytical results (dashed line) for the mean number of cycles $\langle S\rangle$ in undirected 2-RRGs as a function of the network size $N$, obtained from Eq. (91). The analytical results are in very good agreement with the results obtained from computer simulations (circles).

In Fig. 5 we present analytical results (dashed line) for the variance $\operatorname{Var}(S)$ in undirected 2-RRGs as a function of the network size $N$, obtained from Eq. (92). The analytical results are in very good agreement with the results obtained from computer simulations (circles).

## VI. DISCUSSION

Below we discuss the similarities and differences between the directed and undirected 2-RRGs. In directed 2-RRGs the mean number of cycles $\langle S\rangle$ scales with $\ln N$, while in undirected 2 -RRGs it scales with $\frac{1}{2} \ln N$. Thus, the expected number of cycles in directed 2 -RRGs is twice as large as in undirected 2 -RRGs. This is due to the fact that in the construction of undirected 2-RRGs each end of a given chain may connect to both sides of any other linear chain, while in directed 2 -RRGs it may only connect to the complementary side. As a result, in undirected $2-\mathrm{RRGs}$ the connection of chains forming a longer chain is more probable than in directed 2-RRGs. Thus, in undirected 2-RRGs the competing process of closing a chain to form a cycle is less probable than in directed 2-RRGs. This implies that in undirected 2RRGs the cycles are expected to be longer and their number is expected to be smaller than in directed 2-RRGs.

2-RRGs are marginal networks that reside at the boundary between the subcritical regime and the supercritical regime. In the subcritical regime, configuration model networks consist of many finite tree components. The distribution of sizes of these tree components can be calculated using the framework of generating functions [39]. In this framework it is assumed that all the network components exhibit a tree structure. In the 2 -RRG the topological constraint that all the nodes are of degree $k=2$ imposes the formation of cycles. Therefore, the generating function formalism cannot be used to analyze the distribution of cycle lengths in 2-RRGs. A naive attempt to use the generating function formalism to obtain the distribution of cluster sizes (which are also the cycle lengths) in 2-RRGs fails to determine the distribution.

RRGs with $c \geqslant 3$ are supercritical. They consist of a giant component that encompasses the whole network. While the


FIG. 6. Analytical results (solid lines) for the expected number $\left\langle G_{\ell}\right\rangle$ of cycles of length $\ell$, in an undirected 2-RRG that consists of $N$ nodes, for $N=10$ (a) and for $N=10^{4}$ (b), obtained from Eq. (108), on a log-log scale. We also present results obtained from computer simulations (circles). For $N=10$ the simulation results deviate significantly from the prediction of Eq. (108). For $N=10^{4}$ there is a very good agreement between the analytical results and the simulation results in the range of $\ell \ll N$. The agreement between the analytical results and the simulation results improves as $N$ is increased.
local structure of the network is typically tree-like, at larger scales it exhibits cycles with a broad distribution of cycle lengths. The length of a cycle is given by the number of nodes (or edges) that reside along the cycle. The longest possible cycle is a Hamiltonian cycle of length $\ell=N$. The expected number of cycles of length $\ell$ in an undirected RRG that consists of $N$ nodes of degree $c \geqslant 3$, where $\ell \ll \ln N$, is given by [40-42]

$$
\begin{equation*}
\left\langle G_{\ell}\right\rangle=\frac{(c-1)^{\ell}}{2 \ell} \tag{107}
\end{equation*}
$$

This implies that for $c \geqslant 3$ the number of cycles of length $\ell$ proliferates exponentially as $\ell$ is increased, as long as $\ell \ll$
$\ln N$. Although these results were not claimed to hold in the case of $c=2$, it is interesting to examine their relevance to 2-RRGs. In the special case of an undirected $2-R R G$, where $c=2$, Eq. (107) is reduced to

$$
\begin{equation*}
\left\langle G_{\ell}\right\rangle=\frac{1}{2 \ell} \tag{108}
\end{equation*}
$$

In Fig. 6 we present analytical results (solid lines) for the expected number $\left\langle G_{\ell}\right\rangle$ of cycles of length $\ell$ in undirected 2-RRGs, obtained from Eq. (108), as a function of $\ell$ for $N=10$ (a) and $N=10^{4}$ (b). We also present the results obtained from computer simulations (circles). It is found that for $N=10$ there is a big difference between the analytical results obtained from Eq. (108) and the simulation results. In contrast, for $N=10^{4}$ the analytical results are in very good agreement with the results of computer simulations for $\ell \ll N$. This implies that Eq. (108) is valid for 2-RRGs in the large network limit and for sufficiently short cycles. For larger values of $\ell$ Eq. (108) is no longer valid, as $\left\langle G_{\ell}\right\rangle$ becomes an increasing function of $\ell$. Note that the simulation results for $\left\langle G_{\ell}\right\rangle$ exceed the values predicted by Eq. (108). The total number of nodes can be expressed in the form

$$
\begin{equation*}
N=\sum_{\ell=1}^{N} \ell\left\langle\boldsymbol{G}_{\ell}\right\rangle \tag{109}
\end{equation*}
$$

which is obtained by averaging Eq. (6) over the ensemble. Inserting $\left\langle G_{\ell}\right\rangle$ from Eq. (108) into the right-hand side of Eq. (109), it yields only $N / 2$ nodes instead of $N$ nodes. This implies that Eq. (108) is valid only as long as $\ell \ll N$. Indeed, Fig. 6 reveals that Eq. (108) misses the very long cycles whose length is of order $N$.

## VII. SUMMARY

2-RRGs are networks in which each node has two links. Therefore, these networks consist of a set of closed cycles whose lengths are determined by the random process of bond formation between the nodes. In this paper we have calculated the distributions $P_{N}(S=s)$ of the number of cycles in directed and undirected 2-RRGs. Starting from the joint distributions of cycle lengths $P_{N}\left(\left\{g_{\ell}\right\}\right)$, we obtained exact results for $P_{N}(S=s)$, which are expressed in terms of the Stirling numbers of the first kind. In sufficiently large networks these distributions can be expressed in terms of more elementary functions. We also derived closed-form expressions for the moments and cumulants of $P_{N}(S=s)$. It was found that to leading order, in directed 2 -RRGs, the cumulants of all orders $n=1,2, \ldots$ satisfy $\kappa_{n} \simeq \ln N$, while in undirected 2 -RRGs they satisfy $\kappa_{n} \simeq \frac{1}{2} \ln N$. This implies that in the large $N$ limit the distributions $P_{N}(S=s)$ converge towards the Poisson distribution.
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